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Lecture 23 Quiz

On Canvas
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Administrative

e Frameworks to extend have been selected

O

O

17-214/514

We'll distribute the picks by tomorrow

If you are a maintainer, take some time to improve docs now, then

wait and prepare to field Issues & PRs (quickly).
If not, pick one to extend when they come online

m  See the handout: add n new data plugins and n - 1 new visualization plugins; make them reasonably

different from the existing ones, and use at least one 3rd party API

Deadline: next week Friday
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Where we are

Design for
understanding
change/ext.
reuse

robustness

17-214/514

Small scale: Mid scale: Large scale:
One/few objects Many objects Subsystems
Subtype Domain Analysis v GUI vs Core v

Polymorphism v

Information Hiding,
Contracts v

Immutability v

Types v
Static Analysis v/

Unit Testing v/

Inheritance & Del. v

Responsibility
Assignment,
Design Patterns,
Antipattern v

Promises/
Reactive P. v

Static Analysis v/

Frameworks and
Libraries v, APls v

Distributed systems,
microservices v/

Testing for
Robustness v

Cl v/, DevOps,
Teams
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DevOps
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Early days:

' 8. 6.6 .6
Condition:
Quantity:
1995-1997 1997-1999 1999 - 2001 .
Price:
il Microsoft' Microsoft Microsoft'
,Office Xp EE Office 2003 l:ﬂg.Ofﬁce 2007
2001 - 2003 2003 - 2007 2007 - 2010
‘ ) Microsof.t' .
£a.Office 2010 l:l Office
Best Offer:
2010-2012 2012 -2019 2019 - NOW
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Boxed software,
Infrequent releases

Microsoft Windows XP Professional with
SP2,SKU E85-02665,Sealed Retail Box,Full

12 product ratings

New

D More than 10 available / 37 sold

US $299.50

Approximately £240.56

Buy it now

Add to basket
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Productivity

These days:

Hosted software, frequent releases
Customer may not even notice update

© < > i Software Update Q_ search

Automatically:

Check for updates

Download new updates when available
Install macOS updates
Install app updates from the App Store

Install system data files and security updates

17-214/514



From Release Date to Continuous Release

e Traditional View: Boxed Software
o Working toward fixed release date, QA heavy before release
o Release and move on
o Fix post-release defects in next release or through expensive patches
e Frequentreleases
o Incremental updates delivered frequently (weeks, days, ...), e.g.
Browsers
o Automated updates (“patch culture”; “updater done? ship it”)
e Hosted software
o Frequent incremental releases, hot patches, different versions for
different customers, customer may not even notice update
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Dev resp. vs Ops resp.

e Coding e Allocating hardware resources

e Testing, static analysis, reviews e Managing OS updates

e Continuous integration e Monitoring performance

e Bug tracking e Monitoring crashes

e Running local tests and e Managing load spikes, ...
scalability experiments e Tuning database performance

®.. ¢ Running distributed at scale

e Rolling back releases
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Dev resp. vs Ops resp.

— _ e o
e Coding _ QBKEDJFI“E _ dware resources
e Testing, st n“,-.‘f i & updates

e Continuo : k

e Bug tracki

e Running I
scalability]

1 spikes, ...

iIse performance
buted at scale
cleases

OPS PROBLEMNOW
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DevOps buzz word:
Shortening / Blending of Dev-Ops cycle
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Key Ideas and Principles

Better coordinate between developers and operations (collaborative)
Reduce friction bringing changes from development into production
Consider the entire tool chain into production (holistic)

Document and version all dependencies and configurations
("configuration as code")

Small iterations, incremental and continuous releases

Heavy automation, e.g., continuous delivery, monitoring

17-214/514
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Common Practices

All configurations in version control

Test and deploy in containers

Automated testing, testing, testing, ...

Monitoring, orchestration, and automated actions in practice
Microservice architectures

Release frequently

17-214/514 14 [gsS3D



Heavy Automation, Lots of Tooling

~Application Lifecycle Mgmt. — ~SCM/VCS —————— Testing ~Deployment ————Cloud / laaS / PaaS ———

XIRA @mingle m@7elr ey : ,‘ Octopus Deploy (xL) DepLOY ""a'“aﬁ‘.?,'," i) heroky
0 glt ?‘ OQ Dokku Flynn EIZ
=S| gle% ZRUNDECK (C Coiiee ) M
Team FOUNdAtion Sever'  pvotoftacker 6 g G"::E‘IIUb GAUNTLT 0% urban{code} @ ‘4 NOLIO | Googl Cloudpiatiorm (A"rockspace
& Basecamp' Sasana et O Bitbucket V g&} @atl.lng ZAP >_ Juju ) n openstack i) ~
e TGitBucket  CO/thad R U L) ) ElasticBox  Spinnaker # DEIS 3PPIog opemsurr LRI
r Communication & ChatOps — Cl ‘\K ARMA ot i~ Config Mgmt./Provisioning — - Orchestration & Scheduling —

‘ : H Pwercker &»snap ;

4+ slack QHipChat #irc T sy @Jenkins B)FitNesse (‘\ E 4~ e 52 MESOSPHERE o

— £y cute e || g
e {:Bamboo i Tabs .

R G Qaunlf ||y e py | G Ot

| .i ocwdec'@ﬁawsﬂ cucumberg m ..’ PowarsShell DSG @ L tNomad

SQG Nestor SI’A '“.—x" ‘CODESHIP VVAGRANT .TERRMORM BeEm ::ﬁ:: MESQS

~Knowledge Sharing— - Build Ao % — & () Galen Framework Artefact Management ————— ~BI / Monitoring / Logging
i 7 raale logstash == elasticsearch g7

P— Jelylly ‘i i - @ LOAD IMPACT win‘JA\‘! ;‘unk > Yot Eibas D@G
n ] docker Js A JMeter - * Q 9

X.Confluence {:}, — ‘kﬂ’\ o - =BlazeMeter || Dockertus GREK 2'"¥!"of Google Analytics y-pack

_ “’"1! :m I REGISTRY  Bower &SENTRY, .’ g Prometheus

Mark Read the Docs O vssuo pytest S O NewRelic. , ;20 ™ 1 ymatrece | &

down " PINPOINT
® : mLeiningen ’ Rake JFrog Artifactory thon” qu ‘Q-Vys
o apiblueprint n l. Browsersync O P} s & Runscope  gensu o RIEMANN
AP S Y"Grofcnq

e grapnite IS
RAYGUN (25 STaTsD 5

- Database Management "
‘ - Pall
wrLaRM ) $7fOPEN AP _\_DBmaestro DBDeploy specﬂCD\N o U &  dRolar | 5
e= =7 Flyway ) for Nt s B Sonatype Airbrake.io
graphviz Flocker es S
i = N xUnit.net archiva pagerduty E: =>oo
Discourse Dreddit || 3 redgate LIQUISBASE ewman o Nexus beats @) OpsGenie A KeenlO | Z
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Let’'s zoom in on the different stages
== @ D
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Recall: Continuous Integration
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Hide all checks

° All checks have passed

7, build
v test

v [@) publish

a This branch has no conflicts with the base branch

You can also open this in GitHub Desktop or view command line instructions.

17-214/514 18 [8)S3D



Blog

Recent

My Repositories

@ diasporg/diaspora

Duration: 19 min 26 sec, Finished: 9 minutes ago

@ rubinius/rubinius

Duration: 16 min 28 sec, Finished: about an hour

@ robgleeson/ed

Docs

» |

#209

#815

ago

#31

Duration: 4 min 33 sec, Finished: about an hour ago

@ niku/frange

Duration: 51 sec, Finished: about 2 hours ago

@ tedsuo/raaraa
Duration: 1 min, Finished: about 2 hours ago

19

@ holman/play

#4

#48

#84

Duration: 4 min 49 sec, Finished: about 2 hours ago

@ cren/sift.js

Duration: 41 sec, Finished: about 2 hours ago

© BonzaiProject/Bonzai

Duration: 40 sec, Finished: about 2 hours ago

17-214/514

#35

#19

rails/rails

Commit
Compare
Author Vijay Dev

f3e079e (master]
b5927b8...13e07%

Merge pull request #4248 from andrew/2012 Updated copyright notices for 2012

Current Build History

Build @ 1995

Finished about 6 hours ago
Duration 1 hr 33 min 32 sec
Message

Build Matrix

Job Duration

@ 1995.1 19 min 5 sec
@ 1995.2 12 min 38 sec
@ 1995.3 16 min 57 sec
@ 1995.4 12 min 55 sec
@ 1995.5 12 min 34 sec
@ 1995.6 19 min 23 sec

Finished

about 6 hours ago
about 6 hours ago
about 6 hours ago
about 6 hours ago
about 6 hours ago

about 6 hours ago

1.93

1.9.3

1.9.3

1.9.3

193

193

Env

GEM=railties
GEM=ap,am,amo,ares,as
GEM=ar:mysq|
GEM=ar:mysgl2
GEM=ar:sqlite3

GEM=ar:postgresq|

Workers

erlang.worker.travis-ci.org
nodejs1.worker.travis-ci.org
php1.worker.travis-ci.org
rails1.worker.travis-ci.org
rails2.worker.travis-ci.org
ruby1.worker.travis-ci.org
ruby2.worker.travis-ci.org
ruby3.worker.travis-ci.org
spree.worker.travis-ci.org

Queue: Common

No jobs

Queue: NodeJs

No jobs

Queue: Php
No jobs

Queue: Rails

No jobs

Queue: Erlang

No jobs

Queue: Spree

No jobs
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earch

Jenkins Suisse Stop-tabac dev

‘ Back to Dashboard
O status

2 Changes

i Workspace

@ Build Now

Q Delete Project

z Configure

B) Set Next Build Number

4.* Duplicate Code

E Coverage Report

R N SLOCCount

[j Git Polling Log

§# Build History (trend)

#977 Aug 27, 2012 4:37:27 PM
#438 Jun 28, 2012 8:47:42 AM

#426 Jun 26, 2012 1:39:39 PM

#345 Jun 19, 2012 9:02:20 AM
#263 Jun 6, 2012 9:14:42 PM

#210 May 31, 2012 8:42:29 AM

=) (€] (=] (=) [« (5

#171 May 23, 2012 9:58:18 PM

#90 May 15, 2012 11:49:41 AM @

s RSS for all s RSS for failures

Project Stop-tabac dev

CI build

Coverage Report
ﬁ Workspace

Recent Changes

E Latest Test Result (no failures)

Permalinks

e Last build (#977), 3 min 17 sec ago
e Last stable build (#977), 3 min 17 sec ago
e Last successful build (#577), 3 min 17 sec ago

count

ENAB REFRESH

Disable Project

Test Result Trend

~
~
@
W*

(just show failures) enlarge

Code Coverage
Classes 45% Conditionals 74% Files 45% Lines 28% Packages 88%
100
%0 B e
80 // N =
70
60 7 ~—Classes
® 50 - Conditionals
40 // ~— Files
30 ~ Lines
20 & T — Packages
1012\
OH
o m v w0 ~
o 5 g & 3
* * * * 1 *
SLOCCount Trend

lines

17_2 14/5 14 iHelg us localize this page

Page generated: Aug 27, 2012 4:40:45 PM Jenkins ver. 1.470
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Continuous Integration

e Automation
e Ensures absence of obvious build issues and

configuration issues (e.g., dependencies all checked in)
e Ensures tests are executed
e May encourage more tests
e (Can run checks on different platforms

17-214/514 21 [g)S3D



Aside: The role of signaling
Status
Build Pipeline

Release Pipeline

Dev Test Prod

o deployment succeeded o deployment succeeded o deployment succeeded
o= NuGet 0.6.0 o= NuGet 0.6.0 o= NuGet 0.4.0

https://blog.devops4me.com/status-badges-in-azure-devops-pipelines/
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Signals of PR quality

25% “
coverage | 94%

=
£ 0.5
Z [
= n
2 2 04-
o =
S 2 0.3-
3 v
©
s 0 5.5
o »
SRl oo (e buis passing f i passing 2
(oo o0 g 0.1
Lt |
Result: Build status+code coverage 0.0

8-6-4-20 2 4 6 8
Month index relative to badge

badges indicate more tests in PRs

STREIDEL

Carnegie Mellon University

Trockman, A., Zhou, S., Kastner, C., & Vasilescu, B. (2018). Adding sparkle to social coding: An empirical
17-214/514 study of repository badges in the npm ecosystem. International Conference on Software Engineering (pp. 23 % S3D



Continuous Integration

e Automation

e Ensures absence of obvious build issues and
configuration issues (e.g., dependencies all checked in)

e Ensures tests are executed

e May encourage more tests

e Can run checks on different platforms
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Releasing Software
zz=» = 2 IE»
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Semantic Versioning for Releases
e Given a version number MAJOR.MINOR.PATCH, increment the:

o MAJOR version when you make incompatible API changes,

o MINOR version when you add functionality in a backwards-compatible
manner, and

o PATCH version when you make backwards-compatible bug fixes.

e Additional labels for pre-release and build metadata are available
as extensions to the MAJOR.MINOR.PATCH format.

http://semver.org/
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Versioning entire projects

y

J

!
p
b
L /L /LS
7 L™
‘J *J ‘ﬁ ‘J ‘J ‘Jt;
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Release management

with branches ] [omr] [ree] [roee]
. v .
O
<
O
00
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Release management

with branches

Release 2 ;

1

A A

QA passes - goes alpla  Public release

' Bug fix a :

Release 1 ;

A

QA passes - goes|alpha

A

Public release

. X

Development

&

End of Release 1| development

New festime ¥ (for Relesse 2)

17-

N 5
New festime 2 (for ase 2)

T A
il‘.nd of Release 2 developipent

New festime 3 (for Relesse 3)

X

A Project milestone

x End of branch

T Create branch/merge changes

S3D



t)

pushes

Developme

= &

pushes

2 weeks of development

Master branch

/ Deployment

branch

Release stablllzmg soak

-picks

B

4##

3 daily dog-food

builds

%

deployment

4

17-214/514 Release cycle of Facebook’s apps
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Example: Pre-2017 release
management model at Facebook
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Facebook Tests for Mobile Apps

Unit tests (white box)

Static analysis (null pointer warnings, memory leaks, ...)
Build tests (compilation succeeds)

Snapshot tests (screenshot comparison, pixel by pixel)
Integration tests (black box, in simulators)

Performance tests (resource usage)

Capacity and conformance tests (custom)

Further readings: Rossi, Chuck, Elisa Shibley, Shi Su, Kent Beck, Tony Savor, and Michael Stumm. Continuous deployment of mobile software at facebook
(showcase). In Proceedings of the 2016 24th ACM SIGSOFT International Symposium on Foundations of Software Engineering, pp. 12-23. ACM, 2016.
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Diff lifecycle: local testing

B Tools/xctool/xctool/xctool/Version.m View Options ¥

#import "Version.h' #import "Version.h'

NSString * const XCToolVersionString = @"0.2.1"; NSString * const XCToolVersionString =

BB ExampleTest (0.050s)

Diff OK (1 test, 4 assertions)

—

Test and lint locally



Diff lifecycle: CI testing (data center)

App and Build
Configuration Matrix



Diff lifecycle: diff ends up on main branch

Dogfooding

(the use of one’s own products) 3D



Release every two weeks

www.facebook.com
1week of development
Master
R&'gﬁiﬁ Stabilze e

Tuesday
(weekly") Every weekday (3x) s



Quasi-continuous push from master (1,000+ devs, 1,000 diffs/day); 10 pushes/day

) Push-Blocking Alerts
(008 arod Push-Blocking Tasks Flytrap
Crash Bot for WWW Anomaly

Emergency Button Alerts

Push-Blocking Alerts
Push-Blocking Tasks
Emergency Button

employees

Master
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https://samritchie.wordpress.com/2013/1
0/16/build-server-traffic-lights/

https://www.softwire.com/blog/2013/09/26/continuous-integration-traffic-lights-revamp/index.ht

ml
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Diff lifecycle: in production




Release Challenges for Mobile Apps

Large downloads

Download time at user discretion
Different versions in production
Pull support for old releases?

Any alternatives?

17-214/514 a0 [gys3p



Release Challenges for Mobile Apps

e Large downloads

e Download time at user discretion
e Different versions in production
e Pull support for old releases?

Current trend:

e App as container, most content + layout from server
e Server side releases silent and quick, consistent

17-214/514 a1 [gys3D



From Release Date to Continuous Release

e Traditional View: Boxed Software
o Working toward fixed release date, QA heavy before release
o Release and move on
o Fix post-release defects in next release or through expensive patches
e Frequentreleases
o Incremental updates delivered frequently (weeks, days, ...), e.g.
Browsers
o Automated updates (“patch culture”; “updater done? ship it”)
e Hosted software
o Frequent incremental releases, hot patches, different versions for
different customers, customer may not even notice update

17-214/514 a2 [gys3p



Efficiency of release pipeline

Value = X days
Engineer = 79
Commits Total Time = X+Y days Z% Efficient Production

Accept. Test Manual Test

Hourly Build Nightly Build

Value 1 hour 2 hours 5 hours 2 days 1 min 1 hour

Waste 15 hours 1 day 6 days 1.5 days 4 days 4 days

17-214/514 https://www.slideshare.net/jmcgarr/continuous-delivery-at-netflix-and-beyond 43 %SSD



Let's automate all the things!

Continuous Delivery

Unit Test | Platform Test Deliver to Application Deploy to Post
Staging Acceptance tests Production deploy tests

Continuous Deployment

Unit Test Platform Test Deliver to Application Deploy to Post
Staging Acceptance tests Production deploy tests

17-214/514 aa [gys3p
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https://en.wikipedia.org/wiki/Continuous_delivery#/media/File:Continuous_Delivery_process_diagram.svg

Running Software
x=» = 3D
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Containers drastically simplify managing ops

A virtual machine, but: d
e Lightweight virtualization * OC er

e Sub-second boot time

e Shareable virtual images with full setup incl. configuration
settings

e Separate docker images for separate services (web
server, business logic, database, ...)

e Used a lot in development, not just deployment

Lots more on Tuesday
17-214/514 a7 [gys3p



Key idea: Configuration management,
Infrastructure as Code

e Scripts to change system configurations (configuration files,
install packages, versions, ...); declarative vs imperative
e Usually put under version control

- hosts:

all (ansible)

sudo: yes

tasks:
- apt:

name={{ item }}

with_items:
- ldap-auth-client
- nscd
- shell: auth-client-config -t nss -p lac_ldap
- copy: src=ldap/my_mkhomedir dest=/..
- copy: src=ldap/ldap.conf dest=/etc/ldap.conf
- shell: pam-auth-update --package
- shell: /etc/init.d/nscd restart

Snameservers

file {
ensure
owner
group
mode
content

file,

3

3

template(

(Puppet)

)s

as [gys3D



Container Orchestration with Kubernetes

Manages which container to deploy to which machine
Launches and kills containers depending on load
Manage updates and routing

Automated restart, replacement, replication, scaling
Kubernetes master controls many nodes

17-214/514 a9 [gys3p



CC BY-SA 4.0 Khtan66
Kubernetes Master

Controller Manager )

8 APl Server
Scheduler )
Developer
l etcd I

/ Operator e

( Kubelet )( CAdvisor ) (Kube-Proxy ) ( Kubelet )( CAdvisor ) (Kube-Proxy )

Plugin Network (eg Flannel, Weavenet, etc )

Kubernetes Node Kubernetes Node
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https://en.wikipedia.org/wiki/Kubernetes#/media/File:Kubernetes.png

Monitoring

Monitor server health
Monitor service health
Collect and analyze measures or log files

Dashboards and triggering automated decisions

o Many tools, e.g., Grafana as dashboard, Prometheus for
metrics, Loki + ElasticSearch for logs
o Push and pull models

17-214/514 51 [8)S3D



17-214/514

| Hawkular APM X
— C | @ localhost:

HAWKULAR APPLICATION PERFORMANCE MANAGEN

Components

<
Filter by Aggregation Interval: | 10 Second v |#a Overlap Data Last Update: 12 Oct 2016 14:35:32
Time Span 8
5
10 Minutes v 0.0006 &
0.0005
Vv Business Trans or
0.0004
o All
List My Orders 0.0003
Place Order
0.0002
Tt 0.0001
v Properties
Name v 0
2016-10-12 14:25:30 2016-10-12 14:26:50 2016-10-12 14:28:10 2016-10-12 14:29:30
M database M Consumer M Producer
Text
- X Actual (secs) Elapsed (secs) Count Component
Vv Host Name
_ 0.000 0.001 1320 consumer
m 0.000 0.001 140 consumer
0.000 0.000 1320 consumer
l 0.000 0.000 1102 consumer
l 0.000 0.000 535 consumer
| 0.000 0.000 535 consumer
[} 0.000 0.000 140 consumer
| 0.000 0.000 1102 database
| 0.000 0.000 535 database
| 0.000 0.000 1320 database

2016-10-12 14:30:50

URI

/orders

Jorders

InventoryDB

InventoryDB

AccountsDB

2016-10-12 14:31:10

Il Pause Live Data

0.000014925
0.000111111
0.000131147

2016-10-12 14:32:10

Operation
POST

GET
GetAccount
Getlitem
StoreOrder
UpdateQuantity
GetOrders
Queryinventory
Writelnventory

RetrieveAccount

Ll
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Y

A\

Short-lived
jobs

J

push metrics
at exit

¥

Pushgateway

______ pull

2

metrics

Y

Jobs/
exporters

]

Prometheus

targets
17-214/514

r pagerduty ‘

v

7

N

Email

etc

Service discovery Prometheus
alerting ”
kubernetes file sd
x Alertmanager [~ »
discover
targets "‘ notify ‘
. Prometheus server
E push
alerts
Retrieval |- TSDB HTTP ]
server
PromQL
9 ________________ Prometheus
web Ul
""""""""" G
SE— API clients

Data
visualization
and export

54 [8)S3D



QA doesn’t stop in Dev:
Testing in Production

17-214/514

Changelog ,
@changelog

“Don’t worry, our users will notify us if there's a problem”

10:03 AM - Jun 8, 2019 ©)

Q 22k O 12 1, Share this Tweet

Tweet your reply



Chaos Experiments

& github.com

Public archive (> Watch 892 ~

) lIssues 39 i7 Pullrequests 6 () Actions [{] Projects [I1 Wiki () Security Insights

|4

The Chaos Monkey Army
3ennett edited tt I“&

Disambiguation: For the electro-metal dance group that's all the rage in the underground scene, please consult 9 Nl\ll\\

Originally the Netflix Chaos Monkey would just cleanly shut down an instance through the EC2 APlIs. In order to simulate

more failure scenarios, there are now many different ways the chaos monkey can 'break’' an instance, to simulate
different types of failures. If your application can cope with all of them, it is more likely to be able to cope with "unknown
unknowns" failure scenarios.

After an instance is selected for termination by the chaos monkey, it chooses a chaos strategy randomly, from the list of
enabled chaos strategies. You can enable/disable a strategy by editing chaos.properties. Also, some strategies are not
always applicable; some may require SSH access or may only be applicable to instances with EBS volumes. If the

strategy isn't applicable, you don't have to worry, it just won't be chosen.
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Crash Telemetry

Crash2.exe has encountered a problem and needs to
close. We are somnry for the inconvenience.

If you were in the middle of something, the information you were working on
might be lost.

Please tell Microsoft about this problem.

“We have created an error report that you can send to us. We will treat
this report as confidential and anonymous.

Send Ermor Report Don't Send
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" Get Started Now VS " Get Started Now

It's free! No trials, no fees, it's free! No trials, no fees,

A/B Testing

Original: 2.3% Long Form: 4.3%
& Groove oo # Groove i Ly g
SaaS!;& eCommerce Everything you need to deliver awesome,
§ustomer Support. personal support to every customer.
WS Managing customer support requests 7 Assign support emails o the right people, feel confident that customers

/
| are being followed up with and always know what's golng on

in Groove is so easy. Way better
than'trying to use Gmail or a mote

ALLAN UBLS CROOVE 10 COOW 1ol BUBALYE HORES VOW

complicated help desk.”

Tl Gritlin. Custtmer Cramplon M ABscate

Howr (1 works What you gt What it costs How wo're atferent

You'll be up and running in less than a minute. Suysetnc o
[ - T 1 Snvbege
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What If

... we had plenty of subjects for experiments

... we could randomly assign subjects to treatment and control
group without them knowing

... we could analyze small individual changes and keep everything
else constant

» Ideal conditions for controlled experiments

» Toward causal inference
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Implementing A/B Testing

Implement alternative versions of the system

m Using feature flags (decisions in implementation)
m Separate deployments (decision in router/load balancer)

Map users to treatment group

m Randomly from distribution
m Static user - group mapping
m Online service (e.g., launchdarkly, split)

Monitor outcomes per group

m Telemetry, sales, time on site, server load, crash rate

17-214/514
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https://launchdarkly.com/
https://www.split.io/

Feature Flags

Boolean options
Good practices: tracked explicitly, documented, keep them localized and independent
External mapping of flags to customers

m who should see what configuration
e.g., 1% of users sees one_click_checkout, but always the same users; or

50% of beta-users and 90% of developers and 0.1% of all users

if (features.enabled(userId, "one_click _checkout")) {
// new one click checkout function

} else {
/] old checkout functionality

}
def isEnabled(user): Boolean = (hash(user.id) % 100) < 10
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¥ Treatments @ | 2tres killed s

Treatment Default Description
on £ ] O The new version of registration process is enabled.
off . (-] The old version of registration process is enabled.

riate treatments.

° Add treatment | Learn more about multi

¥ Whitelist () | 0 user(s) or ses

ﬂ Add whitelist

¥ Targeting Rules (@ | 2rulescre

° user VvV isin segment v qa v

@ Then serve on v

+Q

+Q

@ user Vv isinsegment vV  beta_testers v

@ Thenserve  percentage v
on 50

B 50
© Addrule

v Default Rule @ | serve
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Comparing Outcomes

Group A Group B

base game game with extra god
cards

2158 Users 10 Users

average 18:13 min time  average 20:24 min time
on site on site
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Experiment Created = B Dei © Test it out is beating Original Page by
+25.4%.

The percentage of visitors who clicked on a tracked element.

Variations Statistics

Experiment Conversions / Visitors Conversion Rate Baseline Chance to beat Baseline Improvement

Test it out 462/3,568 12.9% (+1.1%) e o 100.0% +25.4%
Give itatry 440/3,479 12.6% (+1.1%) [ o 99.9% +22.5%
Try it out 395/ 3,504 1.3% (21.0%) ke 90.2% +9.2%

Original Page 378/ 3,662 10.3% (:1.0%) ,‘ v 4

Conversion Rate Over Time

20
15
o P
@
4
g 10 e ——— — j—
2
[
>
S
(V] 5

May. 8 May. 12 May. 16 May. 20 May. 24 May. 28 Jun. 1 Jun. 5 Jun. 9 Jun. 13
May. 10 May. 14 May. 18 May. 22 May. 26 May. 30 Jun. 3 Jun. 7 Jun. 11

| — Original Page Try it out — Test it out — Give it a try |
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The Morality Of A/B Testing

Josh Constine @joshconstine / 11:50 PM EDT * June 29, 2014 C] comment

G

We don't use the “real” Facebook. Or Twitter. Or Google, Yahoo, or LinkedIn. We are almost all part of experiments they quietly
run to see if different versions with little changes make us use more, visit more, click more, or buy more. By signing up for
these services, we technically give consent to be treated like guinea pigs.

But this weekend, Facebook stirred up controversy because one of its data science researchers published the results of an
experiment on 689,003 users to see if showing them more positive or negative sentiment posts in the News Feed would affect

their happiness levels as deduced by what they posted. The impact of this experiment on manipulating emotions was tiny, but it

17-214/514 https://techcrunch.com/2014/06/29/ethics-in-a-data-driven-world/
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Canary
Releases
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Canary Releases

e TJesting releases in production

e Incrementally deploy a new release to users, not all at once

e Monitor difference in outcomes (e.g., crash rates, performance,
user engagement)

e Automatically roll back bad releases

e Technically similar to A/B testing

e J[elemetry essential
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Canary Releases

gg‘a v2.3 Ll v2.3 u v2.3 v2.3

o ¥
e balancer / )

N N {

g v2.4 y o

____________________ .| Monitoring

and Controll
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Canary Releases at Facebook

Phase 0: Automated unit tests

Phase 1: Release to Facebook employees

Phase 2: Release to subset of production machines
Phase 3: Release to full cluster

Phase 4. Commit to master, rollout everywhere

Monitored metrics: server load, crashes, click-through rate

Further readings: Tang, Chungiang, Thawan Kooburat, Pradeep Venkatachalam, Akshay Chander, Zhe Wen, Aravind Narayanan, Patrick Dowell, and Robert
Karl. Holistic configuration management at Facebook. In Proceedings of the 25th Symposium on Operating Systems Principles, pp. 328-343. ACM, 2015. and
Rossi, Chuck, Elisa Shibley, Shi Su, Kent Beck, Tony Savor, and Michael Stumm. Continuous deployment of mobile software at facebook (showcase). In
Proceedings of the 2016 24th ACM SIGSOFT International Symposium on Foundations of Software Engineering, pp. 12-23. ACM, 2016.
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http://sigops.org/s/conferences/sosp/2015/current/2015-Monterey/printable/008-tang.pdf
https://research.fb.com/wp-content/uploads/2017/02/fse-rossi.pdf

TAIng in Fall 20237

Enjoyed content of this class?

Practicing critiquing other designs?
Thinking through design problems with other students?

If interested, talk to us or apply directly at
https://www.ugrad.cs.cmu.edu/ta/F23/ (select 17214)
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Summary
Increasing automation of tests and deployments

Containers and configuration management tools help
with automation, deployment, and rollbacks

Monitoring becomes important

Many new opportunities for testing in production (feature
flags are common)
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Bonus: You need smarter tools to
operate at modern scale
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1. Lots of automation (example from Google)

Additional tooling support

Now also: language model-based completions:

Critique Code review

CodeSearch* Code browsing, exploration, understanding, and archeology
Tricorder** Static analysis of code surfaced in Critique, CodeSearch
Presubmits Customizable checks, testing, can block commit

TAP Comprehensive testing before and after commit, auto-rollback

Rosie Large-scale change distribution and management

* See “How Developers Search for Code: A Case Study”, In European Software Engineering Conference and the ACM SIGSOFT Symposium on the Foundations of Software Engineering, 2015

** See “Tricorder: Building a program analysis ecosystem”. In International Conference on Software Engineering (ICSE), 2015
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https://ai.googleblog.com/2022/07/ml-enhanced-code-completion-improves.html

Google:  Standard Continuous Build System
2 . B U I Id ® Trggers builds in continuous cycle

@® Cycle ime =longest build +test cycle

SySte m ® Tests many changes together

® Which change broke the build?

Change 1 Change 2 Change 3
I 1
._;.: >:
i
Test One | Test One |
Test Two Test Two
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2. Build
system

17-214/514

Google  Google Continuous Build System

@® Triggers tests on every change
® Uses fine-grained dependencies
® Change 2 broke test 1

e

Change 1 Change 2 Change 3
Test One |
Test Two |
Test One
Test Two
1 1
- -
1 A 1
Test One | Test One | :
Test Two Test Two
| | :
I 1 1
1 ] 1
1 1 1
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Google  Continuous Integration Display
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Google Benefits

2. Build
system

e l|dentifies failures sooner
Identifies culprit change precisely
o Avoids divide-and-conquer and tribal knowledge
e Lower compute costs using fine grained dependencies
o Keeps the build green by reducing time to fix breaks
e Accepted enthusiastically by product teams
e Enables teams to ship with fast iteration times
o Supports submit-to-production times of less than 36

hours for some projects
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Google: Costs

2. Build
) ul Requires enormous investment in compute resources (it
SyStem helps to be at Google) grows in proportion to:

o Submission rate

¢ Average build + test time

¢ Variants {debug, opt, valgrind, etc.)

o Increasing dependencies on core libraries

o Branches

« Requires updating dependencies on each change
o Takes time to update - delays start of testing
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Which tests to run?

GMAIL

Test Target:
name: //depot/gmail_client_tests

name: //depot/gmail_server_tests

buzz_client_tests gmail_client_tests

youtube_client gmail_client

BUZZ

Test targets:
name: //depot/buzz_server_tests
name: //depot/buzz_client_tests

gmail_server_tests

gmail_server

buzz_server_tests

buzz_server

common_collections_util >

17-214/!

81 [g)s3D



Scenario 1. a change moaities
common_collections_util

buzz_client_tests gmail_client_tests gmail_server_tests buzz_server_tests

buzz_client buzz_server

youtube_client gmail_client gmail_server youtube_server

When a change modifying common_collections_util
common_collections_util is E"> < = = >
submitted.

17-214/514 82 [d)s3D
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Scenario 1. a change moaities
common_collections_util

buzz_client_tests gmail_client_tests gmail_server_tests buzz_server_tests
N

buzz_client buzz_server

youtube_client gmail_client < youtube_server >

When a change modifying common_collections_util J
common_collections_util is ‘::> < = -

submitted.
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Scenario 1. a change moaities
common_collections_util

buzz_client_tests

gmail_client_tests

@I_sewer_tesb buzz_server_tests

m

youtube_i cllent gmall cllent

VBN clge oy common_collections util
common_collections_util is E:> < = =
submitted.
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Scenario 1: a change modifies common_ collections_util

All tests are affected! Both Gmail and Buzz projects need to be updated

[ / o
N \

— | | =

youtube_ cllent gmall chent

WA CROICTOM W) common_collections util
common_collections_util is E:> < = -

submitted.
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Scenario 2: a change modifies the
youtube client

buzz_client_tests gmail_client_tests gmail_server_tests buzz_server_tests

buzz_client buzz_server

youtube_client gmail_client gmail_server youtube_server

When a change modifying
youtube_client is submitted.

common_collections_util
L/-£14/014 £ee) '-c)SSD



Scenario 2: a change modifies the youtube_cliel

Only buzz_client_tests are run and
only Buzz project needs to be updated.

buzz_client_tests > gmail_client_tests gmail_server_tests buzz_server_tests

A

buzz_server
youtube_client gmail_client gmail_server youtube_server
When a change modifying

youtube_client is submitted.

common_collections_util
L/7LF)/ 0L+ o7 wSSD



3. Version control

o Problem: even git can get slow at Facebook scale

o 1M+ source control commands run per day
o 100K+ commits per week

Cloning with git: iOS Today

Many files
Deep history

Large “footprint” makes git slow
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3. Version control

e Solution: redesign version control
o Sparse checkouts: only fetch metadata (lightweight), get source on-demand
o Don’t fetch entire history. Can do this with git too (git clone --depth=1), but
won'’t work for distributed collaboration

Enter Mercurial: Sparse Checkouts Enter Mercurial: Shallow History

Work on only the files you need. Work locally without complete history.

~/fbsource/.hg ~/fbsource/.hg

Build system knows how to
check out more.

Need more history?
Downloaded automatically on demand.
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Some Common Principles

e Ensure Isolation

o Of impacts of a given changeset

m  On the build status
m On production code

o Not dissimilar to distributed systems!
m  Which makes sense; this is also a distributed system, just made up of people

e \Work incrementally

o Release carefully, monitor heavily
o Cut costs where possible by building & testing as little as possible
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Monolithic repository — no major use of

branches for development

Trunk-based development

Piper users work at “head”, a consistent view of the codebase

All changes are made to the repository in a single, serial ordering
There is no significant use of branching for development

Release branches are cut from a specific revision of the repository

trunk / mainline
cherry pick

release branch



A recent history of code organization

e A single team with a monolithic application in a single repository

e Multiple teams with many separate applications in many separate
repositories

e Multiple teams with many separate-apphecattenrs microservices in
many separate repositories

e A single team with many microservices in many repositories

e Many teams with many applications in one big Monorepo
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What is a monolithic repository (monorepo)?

e A single version control repository containing multiple

o Projects
o Applications
o Libraries

e Often using a common build system
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Monorepos in industry

Google (computer science version

About Communications | ACM Resources lerts & Feeds

FEN

17-214/514

COMMUNICATIONS

0F ThE

ACM

Home | Magazine Archive { July 2016 (Vol. 59, No.7) ¢ Why Google Storas Sillions of Lines of Cods in a Single... / Full Text

HOME ' CURRENT ISSUE NEWS | BLOGS OPINION | RESEARCH PRACTICE

CONTRIBUTED ARTICLES

Search

SIGN IN

CAREERS | ARCHIVE

Why Google Stores Billions of Lines of Code in a Single

Repository

By Rachel Potvin, Josh Levenberg
Communications of the ACM, Vol. 59 No. 7, Pages 78-87
10.1145/2854146

Comments (3)

VIEWAS: B Dgﬂﬁ;‘ SHARE: @ & @ o & B8

Early Google emplovees decided to work with a shared codebase
mansged through a centralized source control system. This
approach has served Google well for more than 16 years, and
today the vast majority of Google's sollware assels conlinues to
be slored in a single, shared reposilory. Meanwhile, the number
of Google software developers has steadily incressed, and the size
of the Google codebase has grown exponentially (see Figure 1), As
a resull, the technology used o host the codebase has also

evolved signilicantly.

Backto Top
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VIDEOS

SIGN IN for Full Access

User Name

Password

» Forgot Password?
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» Create an ACM Web Account

SIGN IN
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Background
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Monorepos in industry

Scaling Mercurial at Facebook

Ei coue

Open Source Platforms v Infrastructure Systems v Hardware Infrastructure +  Video & VR v Artificial Intelligence v

17-214/514

OPTIMIZAT ON

© 7January 2014 ¥ INFRA - OPEN 3 CE - PERFORMAN

Scaling Mercurial at Facebook

‘ Burham Goode . Siddharth P Ag:

va

With thousands of commits a week across hundreds of thousands of files, Facebook's main source
repository is enormous-—-many times larger than even the Linux kernel, which checked in at 17 million
lines of code and 44,000 files in 2013. Given our size and complexity—and Facebook's oractice of
shipping code twice a day--improving our source control is one way we help our engineers move fast.

Choosing a source control system

Two years ago, as we saw our repository continue to grow at a staggering rate, we sat down and
extrapolated our growth forward a few years. Based on those projections, it appeared likely that our
then-current technology, a Subversion server with a Git mirror, would become a productivity
bottleneck very soon. We looked at the available options and found none that were both fast and
easy to use at scale.

Our code base has grown organically and its internal dependencies are very complex, We could have
spent a lot of time making it mare modular in a way that would be friendly to a source control toal, but
there are a number of benefits o using a single repository. Even at our current scale, we often make
large changes throughout our code base, and having a single repository is useful for continuous

Recommended

Scaling rren
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Monorepos in industry

Microsoft claim the largest git repo on the planet

17-214/514

an Harrys bleg

Brian Harrys blog Visual Studio

thin ant to ki

The largest Git repo on the planet
Brian Harry MS j 59 Comments
ERg
cale Git to extremely large projects and teams with an effort we called "Git Virtual
vith a set of enhancements tc Git, enables Git to scale to VERY large repos by virtualizing both the

It's been 3 months since | first wrote about our efforts
File System”. As a reminder, GVFS, together

.giz folder and the working directory. Rather than download the entire repo and checkout all the files, it dynamically downloads only the Search
portions you need based on what you use

Farming

al

Search MSDN wiitl
A lot has happened and | wanted to giv
concrete implementation, but rather, it

w

you an update. Three months age, GYFS was still a dream. | don't mean it didn't exist— we had &
s unproven. We had validated on some big repos but we hadn't rolled it out to any meaningfu! Search this
number of engineers so we had only conviction that it was going to work. Now we have proof.

Today, | want to shae our results. In addition, we're announcing the next steps in our GVFS journey for customers, including expanded open

cing to start taking contributions and improving how it works for us at Microsoft, as well as for partners and custemers.

3 34 3 x notifications cf new
Windows is live on Git

Email Address

Over the past 3 months, we have largely completed the -ollout of Git/GVFS to the Windows team at Microsoft.

Subscribe

As a refresher, the Windows code base is approximately 3.5M files and. when checked in to a Git repo, results in a repo of about 300GB.

Dl bn
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Monorepos in open-source

foresquare public monorepo

17-214/514

E foursquare / fsqio

<> Code ssues 20

Pull requests o Projects 0 Wiki Insights

A monorepo that holds all of Foursquare's opensource projects

pants  foursquare

{® 538 commits

mongocb scala

¥ 1branch Q 2 releases

© Watch ~

42 16 contributors

Branch: master v New pull request

& mateor committed with mateor Upgrade

B 3rdparty

M build-suppert

Z) .dockerignore

.gitignore

mw

Aravis.ym

BUILD.opensource

)

BUILD.tools

L

CLAmd

) CARITDIRNITING md

S e i

q.10 Travis

1o use mongodh3.0+ (#780)

Update the testinfra deployed file (#748)

Monalithi

lvy resolve commit

k

he cur

ac

ore

Add installation instructions to pom

Spindle; Make ThriftParserTest actually depend on its input {
Spindle: Make ThriftP: T ly 1 put

te fsqio/fsqio Dockerfile and add one for fs fishes

0 no longer clobber

io Travis config to use mongod

esolve commit (¥

directory.
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s Apache-
I .

Latest commit 434b37¢ on 1 Aug

3 months ago

3 months ago

months

3 months ago

months

2 years ago

0 months

go

months age

w

months age
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Monorepos in open-source

The @ Symfony monorepo
43 projects, 25 000 commits, and 400 000 LOC

https://github. conf synfony/synfony

Bri dge/

5 sub-projects
Bundl e/

5 sub-projects
Conponent/

33 i ndependent sub-projects like Asset, Cache,
CssSel ector, Finder, Form HttpKernel, Ldap,

Routing, Security, Serializer, Tenplating,
Translation, Yam, ...
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Advantages of Monorepos
e High discoverability

o Developers can read & search the entire codebase

e High reuse

o The same tools (e.g., linters, auto-complete) are globally available

o Any package can become a library
m  Which is why you always build an API!

e Simplifies maintenance

o Global refactorings, cleanup

m Orgs like Google will regularly dedicate a specific day to a type of improvement
(e.g., improve documentation), flag all potentially problematic sites
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Some more advantages

e Easy continuous integration and code review for changes
spanning several projects

(Internal) dependency management is a non-issue

Less context switching for developers

Code more reusable in other contexts

Access control is easy
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Releasing at scale in industry

e Facebook:
https://atscaleconference.com/videos/rapid-release-at-massive-scale/

e Google:
https://www.slideshare.net/JohnMicco1/2016-0425-continuous-integration-at-google
-scal
https://testing.googleblog.com/2011/06/testing-at-speed-and-scale-of-google.html

e \Why Google Stores Billions of Lines of Code in a Single Repository:
https://www.youtube.com/watch?v=W71BTkUbdqE

e F[8 2015 - Big Code: Developer Infrastructure at Facebook's Scale:
https://www.youtube.com/watch?v=X0VH78yedyY
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